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Numerical and experimental studies are carried out on natural convection heat transfer to 
air from an array of vertical parallel plates with protruding and discrete heat sources, such 
as IC packages. Two-dimensional (2-D) Navier-Stokes and energy equations including heat 
conduction through the plates and heat sources are numerically solved under the condi- 
tions of modified Grashof number Gr*=2.3  × 103 ~ 8.8 × 105 and plate height to spacing 
ratio L - - - I / h ~ - 8  ~ 30. The numerical solutions agree well with the experimental values 
except for the large aspect ratio L = 30, where the three-dimensional (3-D) effects become 
significant. A correlation expression for the local Nusselt number is proposed; it can predict 
the protrusion surface temperature within +20% error. A method for estimating the 
maximum inner temperature of the heat source is proposed, and the thermally optimum 
spacing of the parallel plates is discussed. 
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I n t r o d u c t i o n  

Among various modes of the cooling technologies for electronic 
equipment, natural convective air cooling has been given much 
more attention because of its inherent high reliability. Many 
studies have been carried out on natural convection heat transfer 
from vertical parallel plates in relevance to the optimum thermal 
design of such a cooling system. Bodoia and Osterle (1962), Aung 
et al. (1972), Aihara (1973), Miyatake and Fujii (1974), Bar-Cohen 
and Rohsenow (1984), Webb and Hill (1989) and Kim et al. 
(1991) have reported experimental and/or  numerical results with 
respect to such a problem. Nakayama and Hirooka (1986), Fujii 
and Tomimura (1988) and Beckermann et al. (1994) have investi- 
gated the heat transfer characteristics of IC boards in more 
detail by taking into account the effects of both discreteness and 
protrusions of these heat sources. Related studies are reviewed 
by Incropera (1988). 

The authors continued a series of studies on natural convec- 
tion heat transfer to air from an array of vertical parallel plates. 
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The heat transfer and flow characteristics for plane plates were 
clarified theoretically and experimentally (Fujii et al. 1994a, 
1994b), and for the plates with many protruding heat sources, the 
effects of the protrusions on induced flow rates and heat transfer 
were clarified experimentally (Fujii et al. 1992). 

The present paper describes the numerical and experimental 
results of natural convection to air from an array of vertical 
parallel plates with discrete and protruding heat sources. The 
effects of these geometrical and thermal conditions on heat 
transfer characteristics are clarified, and further are discussed as 
the method for estimating the chip temperatures of the practical 
IC packages and the thermally optimum spacing of such parallel 
plates as IC boards. 

Numerical analysis 

Figure 1 shows the physical model and coordinate system. An 
infinite number of plates are placed in a vertical parallel ar- 
rangement with an equal spacing h. Each plate has the same 
height l and thickness b. On one surface of the plate are 
mounted eighteen protruding heat sources with separation sp, 
and each heat source has the same length lp, height hp and 
generates heat Qc (= Q/18), where Q is the total heat genera- 
tion rate per plate. Two kinds of heating conditions are consid- 
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ered. The first is uniform heat generation in each source. In the 
second, to simulate the practical IC packages, the heat genera- 
tion Q~ is concentrated within a very small volume [ ( l J 5  long) 
× (hp/28 thick)] in each source, where the volume size is chosen 
by referring to the DIP-type model packages. 

In the present numerical analysis, 
( i)  The heat conduction in the base plate as well as in the heat 

sources is taken into account with an assumption of a same 
thermal conductivity X,. 

(2) The air of Pr = 0.7 and an inlet temperature T/ is assumed to 
flow into the array with a uniform velocity um. 

(3) The radiative heat transfer among the plates and the ambient 
is not accounted for. 

(4) The solution domain is chosen to be the region bounded by 
the broken line in Figure 1; whereas, a periodic boundary 
condition is imposed with respect to the temperature and 
heat flux at the plate surface. 

Note that the measured longitudinal (x-directional) tempera- 
ture distributions in the inner three (#2, 3, and 4) of the five 
rows of the plates are almost the same, and the maximum 
difference is 7%, even for L = 30. The application of the periodic 
boundary condition to the present analysis, therefore, is consid- 
ered to be valid as a first approximation. In the following, the 
surface on which the heat sources are mounted is named as the 
front surface (y = 0), and the other the back (y = -b ,h) .  

Two-dimensional (2-D) Navier-Stokes and energy equations 
can be applied to the above model. Introducing stream function 

and vorticity to and using the Boussinesq approximation, the 
governing equations are expressed in dimensionless forms as 
follows: 

- D , = - ~  - -~  0Y ~ (1) 

/ 0 ( 0 .  / 

Or'00, ZI±(') 0(0°)] 
= -4~7e~ o--r + RetOXtOX + ~  ~ (2) 

0 [ 0 [ 0 .  2 [ 0  (0o, t ± ( 0 0 , t  ] 

(3) 

The dimensionless heat conduction equation in the base plate 
and the heat source is given as: 

020s,p 020s,p 2L 
a x  - - - T  + ~ +flsm4/~---~ o (4) 

where f = 1 for the heating region and f = 0 for the rest. When 
the source is locally heated, HpL p in Equation 4 is replaced by 
(Hp/28) × (Lp/5). 

Notation 

A one side surface area of plate, m 2 
Ap appropriate heat transfer area, Equation 13, m 2 
B dimensionless plate thickness, b/h  
b plate thickness, m 
F w dimensionless normal heat flux from heat source sur- 

face to air, - k ( O T / O n ) / q  w 
Gr* modified Grashof number, Equation 6 
g gravitational acceleration, m / s  2 
Hp dimensionless heat source height, Equation 6 
h plate spacing, m 
h e effective plate spacing, h - hp, m 
hop t thermally optimum spacing, m 
hp heat source height, m 
L dimensionless plate height (aspect ratio), Equation 6 
Lp dimensionless heat source length, Equation 6 
l plate height, m 
I i distance between the plate leading edge and the lower- 

most heat source, Figure 1, m 
l o distance between the plate trailing edge and the upper- 

most heat source, Figure 1, m 
lp heat source length, m 
N dimensionless normal coordinate, Equation 6 
n normal coordinate, m 
Nu local Nusselt number, Equation 9 
Pr Prandti number, Equation 6 
Q total heat generation rate per plate, W 
Qc heat generation rate of each heat source, W 
Qp heat transferred to the heat source surface, Equation 

13, W 
qw mean heat flux, Equation 7, W / m  2 
R thermal conductivity ratio of plate to air, Equation 6 
Rcw equivalent thermal resistance, K / W  
Re Reynolds number, Equation 6 
sp heat source pitch, m 
T absolute temperature, K 
T c maximum temperature in the heat source, K 

T i inlet temperature, K 
U dimensionless velocity component in X-direction, u /u  m 
u velocity component in x-direction, m / s  
u m mean velocity in x-direction, m / s  
v velocity component in y-direction, m / s  
X dimensionless vertical coordinate, Equation 6 
x vertical coordinate, m 
Y dimensionless horizontal coordinate, Equation 6 
y horizontal coordinate, m 

Greek 

[3 coefficient of thermal expansion, l /T/ ,  K-  
Ay dimensionless distance between the protrusion surface 

and the concentrated heat source, Ay/h,  Figure 8 
Ay distance between the protrusion surface and the con- 

eentrated heat source, m 
0 dimensionless temperature, Equation 6 
0 C dimensionless maximum temperature in the protruding 

heat source 
K thermal diffusivity, m2/s 
k thermal conductivity, W / m K  
v kinematic viscosity, m2/s 

parameter, Equation 16, m -5 
@ dimensionless variable, Equation 10 
q~ dimensionless stream function, Equation 6 
t~ stream function, m2/s 

dimensionless vorticity, Equation 6 
to vorticity, s -  1 

Subscripts 

f air 
1/2 midheight 
p protruding heat source 
s plate 
w heat source surface 
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The boundary conditions for the case of uniform heat genera- 
tion in each source are given by 
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X = 0 , 0 < Y < I  : ~ = Y ,  1~=0,  0 f = 0  
- B < Y < O  : 0 5 = 0  

X = L , O < Y < I  : ~ = ~ e x ,  l l= l~ex ,  0 f = 0 f ,  ex 
- B < Y < O  : 0s=0s.ex 

0 _< X_< L, Y = 0 : for nonheating region 

a0f 
a2~  0f (x ,0 )  = 0s(x,0), aY = R - -  = O, f~ = - ay----- T, 

aO s aOp 
for heating region, O~(X, O) = Op(X, 0), aY OY 

0 2 ~  
O < X < _ L , Y = I  : ~ = l ,  I I = - - -  

Oy2 ' 
aOf aO~ 

Of(X, 1) = O,(X, 1) = Os(X, - B ) ,  a--Y = R a---Y 

aY 

at the heat source surface : 'I~ = 0, 
a2~  aof = R  aOp 

f ~=  + -~-T,  O f ( X , Y ) = O p ( X , Y ) ,  a--lq aN 

where the boundary values with subscript ex are obtained by an 
extrapolation from the corresponding values on the inner two 
nodes. This method is proved to be effective as an exit flow 
boundary condition and provide a reasonable result (Tomimura 
and Fujii 1988). The dimensionless variables in the above equa- 
tions are defined by 

x y n l b hp 
X = ~ ,  Y = ~ ,  N = ~ ,  L = ~ ,  B = ~ ,  ~ -  h , 

It, T - T  i t~ o~ 
Lp= h '  0 - - - - - -  , ~ =  f ~ -  qwh/hf utah ' uff/h ' 

k~ v um2h g[3qwh 4 
R =  ~, P r = - - ,  R e = - - ,  Gr* (6) 

~kf K P tkfl) 2 

In the above, the mean heat flux q~ is defined based on the total 
surface area of the base plate 2A as 

Q 
qw = (7) 

2A 

The equations are solved by an upwind finite difference 
method using a successive substitution scheme. To obtain the 
solutions for pure natural convection, iterations are necessary 
with respect to the induced flow rate; i.e., the Reynolds number 
Re, so that the pressure difference between the exit and the inlet 
becomes sufficiently small. As for the values of the vorticities 
and the temperatures at each corner of the protrusions, the 
arithmetic averages of the respective values extrapolated from 
those in the X and Y directions are used. To perform accurate 
calculations for the velocity and temperature profiles near the 
inlet section and the plate and protrusion surfaces, a nonuniform 
grid is used. Depending on the parameters, a grid size study on 
computational meshes up to 392 ~ 610 and 88 ~ 104 in the X 
and Y directions is conducted, and grid independence of the 
numerical results on these numbers of grids is confirmed. 

The parameter ranges in the present calculations are shown 
in Table l(a). These parameters correspond to the present exper- 
imental conditions, which cover the ranges of practical memory 
boards. Here, the variable R is the ratio of the thermal conduc- 

Figure 1 
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Table 1 Parameter ranges 

(a) Numerical calculations (Pr=0.71,  R = 10) 

L [ - ]  30 20 15 8 
B [ - ]  0.16 0.11 0.08 0.05 
l ip [ - ]  0.5 0.33 0.25 0.14 
Lp=Sp [ - ]  0.75 0.5 0.37 0.2 
L i = L  o [ - ]  1.875 1.25 1.025 0.5 
Gr* [ - ]  2.3 X 103 2.1 x 104 8.2 x 104 8.8 x 105 
(Sp - -sJh ,  L i= l i / h ,  Lo= lo /h)  
(b) Experiments (air) 

h mm 9.7 14.7 19.7 34.7 
Q, W 5.6 9.6 11.6 13.0 
qw W/m2 41.5 71.1 85.9 96.2 

(5) 
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tivity of the plate and heat source h, (=  hp) to that of ai r  h f, and 
varies from R = 1 ~ 3 for usual insulating materials to R = 11 
for epoxy glass at a room temperature. 

In the present numerical calculations, iterations are termi- 
nated when the following convergency criterion, I F F j -  
Fz~,f almax/lFt~j max -- 5 X 10 -5, is satisfied. Here, F represents 
either ~', fl ,  or 0, and the subscripts I, J, and max are the node 
address and the maximum value of F, respectively, and the 
superscript n denotes an iteration step. As a result, the energy 
balance at the exit is confirmed to have an error within + 2%. 

Experiments 

A schematic of the experimental apparatus is shown in Figure 2. 
An array of five equally spaced parallel plates is hung vertically 
in a framework with acrylic side walls. Both sides of the array are 
closed with acrylic plates to prevent the ambient air from flowing 
laterally. The plates are numbered from 1 to 5 for convenience. 

Figure 3 shows the detail of each plate. The plate is made of 
glass-epoxy-resin and is 285-mm long, 237-mm wide, and 1.6-mm 
thick. On one side of each plate, are welded with tin solder the 
DIP-type (16 pins) ceramic model packages, which are 6.9-mm 
long, 19.3-mm wide, and 4.8-mm high, in an in-line arrangement 
of 18 rows and 8 columns. Although there is a 0.9-mm gap 
between the package bottom surface and the base plate, it is 
neglected in the numerical analysis. Unlike the practical pack- 
ages, the chip of the present model package is composed of an 
electric resistance of about 110 l-I and a diode instead of an 
integrated circuit. 

The package surface temperatures of the central plate at the 
positions denoted by a circle and the air temperature profiles 
between the plates at the top exit are measured with 50 /.~m dia 
copper-constantan thermocouples. The velocity profiles between 
the central plates are measured with a backscattering laser-Dop- 

Thermocouple ~ .~,.~ 

1.6 4.8 X~ Imml 
285 

i252 

19.3 U223 m- l  I 

r---~ i r--en r----n r---n r---n 
[---1EZZI I---1EZEI r---q P - I  r---1 r-T] 

I [Z~S] F--] [Z~I ! [-6-1 [ -"]  r - - I  [ -"~  27 209 
I ~ r - - - - T r - - - ] r - - - ~  t Z Z ~ [ - q ~ r - - - q  

] IZZ2] ffZi] I'----3 f f ~  ! r-"6l F---I r- '-l [ - q  163 
F--] r----q I~-1 r----q I [---] F--1 r - - ]  W---] 

-'~I . . . . . . . . . . .  B~A-C . . . . . . . .  
"qZS] f-"-l [--7 [ Z ~  [ZE]g--q I--1 [~q  133 

f--q IZ2~ [ ]  [zS~ ~ [--q [sZ] [--'] 120 
~ ~£253 r----q r - ~  isZ2] Ii r - ~  uzs] r - ~  i---- ] 

V---1V--I I---I [Z~ ! ps-I p - q  v--q ~ I  74 
V--I I---n I - - -1U~ I v ~ l  V--] r---'] 7---1 

r----1v---]v---qEiE3 [--Wlr----]r----lr---n t V--3 I'---q V--] [Z~ i ~SSZ] ~ ~ V--] ~ 31 

o 
237 

Figure 3 Detail of IC board; the symbols © and × represent 
the measured points of the package surface temperatures 
and the exit air temperature profile, respectively; A, B, and C 
stand for the positions of velocity profile measurements wi th 
a LDA 

pier anemometer (LDA) system at positions A, B, and C. The 
uncertainties associated with temperature and velocity measure- 
ments are + 3 and + 10%, respectively. As the plate, package, 
and inlet air temperatures are measured within +0.1°C, and the 
mean heat flux qw within +1%,  the error of the present Nu 
measurement is within +2%. 

The parameter ranges in the experiments are listed in Table 
l(b). The plate spacing h is changed stepwise from 9.7 to 34.7 
mm. The total heat generation rate Q for each plate is set at the 
same, and changed from 5.6 to 13.0 W according to the plate 
spacing to keep the maximum temperature difference between 
the central plate and the ambient air to be about 25 K. In the 
following, the numerical results are compared with those mea- 
sured on the central plate, where the effects of radiative heat 
transfer among the plates and the ambient can be neglected 
(Fujii et al. 1992). 

Figure 2 Schematic of the experimental apparatus 

Results and discussion 

Velocity and temperature profi les between plates 

Figures 4(a) and (b) show the effects of the aspect ratio L on the 
velocity and temperature profiles between the plates. The solid 
lines in Figure 4(a), which should be compared with the mea- 
sured profiles at position A, show the calculated results at the 
same height as the experiments. The numerical solutions agree 
well with the experimental values, except for the narrowest plate 
spacing of L = 30, where the velocity profiles measured at posi- 
tions A, B, and C are largely different from each other, and the 
three-dimensional (3-D) flow becomes significant. Furthermore, 
because the flow rates between neighboring heat sources are 
large (especially at the wider space at B), the measured mean 
velocity u m is about 35% higher than the numerical one, and, 
correspondingly, the measured temperature becomes about 38% 
lower than that. On the contrary, the velocity u m for the widest 
plate spacing of L = 8 is about 20% lower than the numerical 
one. These discrepancies are discussed in the next section. 
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(a) Velocity profiles (b) Temperature profiles 

Figure 4 Velocity and temperature profiles between the 
plates; the symbols O, z~, and []  represent the velocity 
profiles measured at the central position of the ninth heat 
source A, at the wider  lateral space between neighboring 
heat sources B, and at the narrower space C, respectively, 
and the symbol • represents the temperature profiles mea- 
sured at the exit (see Figure 3). 

Induced f low rates 

Figure 5 shows the relation between the dimensionless induced 
flow rate n e l L  and the parameter G r * / L .  The values calcu- 
lated and measured are plotted, and the latter is estimated by 
integrating the velocity profiles. Also included are the results for 
plane parallel plates (Fujii et al. 1994b). The solid line shows the 
flow rate corresponding to the fully developed condition 
(Miyatake and Fujii 1974) given by: 

- -  = 0.690 
L 

(8) 

Because the flow resistance is increased by the distributed pro- 
trusions, the induced flow rates between the plates with the heat 
sources are lower than those between the plane plates. The flow 
rates, however, show a tendency to approach the values for the 
plane plate cases with increasing G r * / L ,  because the effect of 
protrusions diminishes for a small aspect ratio L. The numerical 
results agree well with the experimental ones for L = 15 and 20. 
For L = 8 ( G r * / L  - 10s), however, the measured value is about 
24% lower than the calculated one, and this is also the case for 
the plane plates. This may be attributed to the reasons that the 
uniform inlet velocity is assumed in the numerical analysis even 
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for such a small aspect ratio L, and that the zigzag motion of the 
seeding particles may have reduced the measuring accuracy. 
Moreover, the velocity is measured at the center channel of the 
array. Therefore, it is probable that the ambient air could not be 
supplied smoothly. For the narrowest plate spacing L = 30, as 
mentioned in the induced flow rates section, the velocities be- 
tween the neighboring heat sources are fairly high as compared 
with that at the central position of the heat source, so the 
measured value is about 36% higher than the present result 
obtained by the 2-D numerical computation. 

Streamlines and isotherms 

Figures 6(a) and (b) show the calculated results of streamlines 
and isotherms in the regions 0 < X <  3 and 12 < X <  15 for 
L = 15, respectively. From Figure 6(a), it is observed that the 
recirculating flows are formed between the protrusions, and 
the flow pattern around each protrusion is almost the same in 
the region 1 < X < 14. Corresponding to these flow patterns, the 
isothermal lines are densely distributed near the protrusion 
surfaces (Y= 0.25) and the plate back surface (Y=  1), as shown 
in Figure 6(b). This means that the heat transfer rates are higher 
in those regions. As for each protrusion, the local heat transfer 
rate is higher near the leading edge as compared with that at the 
trailing edge, and those on horizontal surfaces become low 
because of the slow recirculating flow between the protrusions. 
From the present numerical calculations, the quantity of heat 
transferred from the front surface of the plate and the protrusion 
surfaces to air is found to be about 51% of the total heat rate Q; 
that is, the heat Q is almost evenly released from the front and 
back surfaces of the plate. Although not shown here, the similar 
tendency with respect to stream and isothermal lines is also 
obtained for other aspect ratios of L. 

Local Nusselt numbers 

According to Miyatake and Fujii (1974), the local Nusselt num- 
ber Nu and the dimensionless variable • are defined as 

qw he 
Nu (9) 

T w - T /  h i 

Or* Pr/X 
,~ = (lo) 

(Gr* Pr/L ) l/2 

where the effective spacing h e = h - hp is used as the character- 
istics length in Nu, Gr*, L, and X instead of the plate spacing h. 
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Figure 7 shows the relation between Nu and do. The experi- 
mental results obtained by Nakayama and Hirooka (1986) are 
also shown. The solid and dotted lines represent the Equations 
11 and 12, respectively, which are obtained by modifying the 
correlation proposed by Miyatake and Fujii (1974) so as to fit the 
present numerical results: 

do 
Nu = 5 1 1  - exp(--4.88do-0'66)] 

for plates with protruding heat sources 

do 
Nu = 6---.-.~ [1 - exp(-5.72do-°66)]  

(11) 

for plane plates (Fujii et al. 1994b) (12) 

As seen in Figure 7, for smaller values of do, Equation 12 
agrees with the asymptotic solution given by Aung (1972) for 

. . . . . . .  I . . . . . . .  I . . . . . . . .  I ' ' 
Sparrow and Gregg (1956) ~ 

: Eq. (11) ....9~5~ 
101 . . . . .  : Eq. (12) zZ~5~'f× - 

10 ° . ~ / ~ _  × : Nakayama and 
• Hirooka (1986) 

_ . ~  L 30 20 15 8 

10-1  . . . . . . . .  I . . . . . . . .  I . . . . . . . .  I , , ~ 

10 ° 101 102 ~ 103 

Figure 7 Relation be tween  local Nusselt  number  and di- 
mens ion less  variable do 

fully developed laminar flow between vertical plates. On the 
other hand, for larger do, the equation agrees with the result 
obtained by Sparrow and Gregg (1956) for laminar flow from a 
single vertical plate. 

Because of reduction of induced flow rate, Equation 11 is 
about 14% lower than Equation 12 for the range around do = 10 3, 
and the equation agrees with the present experimental values 
within + 10% except for L = 30. The data obtained by Nakayama 
and Hirooka (1986) show a little lower values than the present. 
All of the present data for L = 20,15,8 and those by Nakayama 
and Hirooka, however, lie within about +_ 20% around Equation 
11, so the equation can be used as a correlation expression for 
predicting the surface temperature of the protruding heat source. 

A series of numerical calculations for L = 15, Gr* = 8.2 × 104, 
and R = 1, 5, and 100 is also conducted. From the results, it is 
clarified that, compared with Equation 11, the local Nusselt 
number for R = I  and 5 is at most about 8 and 2% low, 
respectively, and 5% high for R = 100. 

Temperature profiles in heat sources for local heating 

As for the second heating condition; that is, local heating, the 
calculations are carried out for various heating positions. In 
these calculations, the values of R, L, and Gr* are fixed to be 
10, 15, and 8.2 x 104, respectively. Figure 8 shows the tempera- 
ture profiles in the horizontal cross section at X = 7.13; i.e., the 
central position of heat source #9, while Figure 9 shows the 
peripheral distributions of surface temperature 0 w and heat flux 
F w around the source of AY/Hp = 1/4,  2 /4 ,  and 3/4 .  Here, Ay 

04 f L=15, Gr =8.2x10 4, R=10 
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is the distance between the protrusion surface (Y = 0.25) and the 
concentrated heat source (see Figure 8). 

The maximum temperature in the source 0¢ is independent of 
the heating position, although the surface temperature 0 w is 
slightly varied with it. The surface temperature difference be- 
tween the local and uniform heating conditions is about 11% at 
most for the case of the heating position nearest to the surface 
AY/Hp = 1/4. In addition, it is confirmed that the difference is 
reduced to 4% for R = 20. In this manner, the surface tempera- 
ture under the local heating condition approaches that of the 
uniformly heated protrusion with increasing R. The same charac- 
teristics are also observed for the other heat sources. It is noted 
that the mean value of F~ is about 1, as estimated from Figure 9. 
This confirms that the present definition of q~ as the representa- 
tive heat flux is valid. Furthermore, the heat generated from the 
source is almost evenly transferred to the front and back sur- 
faces, as is also true in the case of uniform heating condition. 
Therefore, the Equation 11 obtained for uniform heating condi- 
tion can also be applied to the case of local heating. As the 
thermal conductivity of real IC boards and packages is higher 
than the present numerical condition (R = 10), that is, R = 12 ~ 
85 (MPE 1985), the surface temperature could be predicted 
better in a practical case by using Equation 11. Practically, when 
an approximate equivalent thermal resistance Row is given, the 
maximum temperature in the source 0 c can be predicted from 
Equation 11. 

For the present case, the resistance R ~  is defined by heat 
transferred to the heat source surface Qp as 

Ay T c - 7~ 
Rcw (13) 

hsAp Qp 

To estimate Rcw, it is necessary to obtain an appropriate heat 
transfer area Ap with given Ay and h s. When the resistance Rcw 
is estimated by assuming QP = Qc/2 (=  half of heat generated in 
the chip), it is found that Ap should be lp/2 to predict 0 c within 
an error of + 10%. 

Thermally optimum spacing of vertical parallel plates 

In cooling technology for electronic equipment, it is of great 
importance to maintain the chip temperature of an IC package 
below a critical temperature. In this section, with reference to 
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the thermally optimum analysis by Bar-Cohen and Rohsenow 
(1984), the optimum spacing of vertical parallel plates with 
discrete and protruding heat sources are discussed. 

The total heat generation rate per plate Q is given by 

hf 
Q = 2Aqw = 2A NUl/2 t-s--AT//2 

ne  
(14) 

where Nul/2 and ATt/2(= Tw.t/2 - T i) are the midheight Nusselt 
number and the midheight temperature difference, respectively. 
Using Equation 11 to determine Nut/2 and dividing both sides of 
Equation 14 by the product of total area 2A, plate spacing h, 
temperature difference ATt/2, thermal conductivity Xf yields 

Q 1 2{l/2h3e/2 

2AhATt/2X f hp + h e 6.93 

where 

g~qw Gr* Pr 
~ = h - ~  P r =  lh~--y-~ (16) 

The product Ah in the term of left-hand side of Equation 15 is 
equal to the volume between adjacent plates. The term, there- 
fore, represents the volumetric heat dissipation rate per unit 
temperature difference. On the other hand, the reciprocal of 
Equation 15; that is, ATt/2/(Q/Ah), stands for the temperature 
rise per unit volumetric heat dissipation rate. Therefore, the 
thermally optimum spacing yielding the lowest ATt/a for speci- 
fied Q can also be estimated by Equation 15. 

Figure 10 shows the relation between the heat dissipation rate 
Q/(2AhATt/2~t f) and the effective plate spacing h e (=  h -  hi,) 
for Q = 7W and ~ = 6.5 x 1011 m-5. The lines show the calcu- 
lated results by Equation 15, and the symbol represents those 
measured for central plate #3, where the effects of radiative 
heat transfer between the plates and to the ambient can be 
neglected (Fujii et al. 1992). In the present experiment, without 
the knowledge of the midheight temperature Tw,t/2, the arith- 
metic average of the eighth and the eleventh row package 
surface temperatures at x = 0.14 and 0.163 m (see Figure 3) is 

1 . 5  ~ , ~ I ' r ~ r-W ~c- ' ~ ~ I ' ~ ~ J I ' F t , 
' ~  ~ ~=6"5x1011 [m -S] , 

: h~=2xl0-Srn 
X ~- / ~ '  : hp=5xl0-3m I 

.~_,~ I.() ~ . . . . . .  hp =sxl0-31TI 

E.~ / X o Exp., hp=4.8xlO-3m 
.I 

t 

0 t i t t L I I t t I I t _ J ~ _  f I t , J ~ L _ _ I  

0 10 20 30 40 5O 

he [xl0-3m] 

Figure 10 Relation be tween heat dissipation rate O/  
(2AhATz/2L t) and ef fect ive plate spacing h e 
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used as T~ t/2. The calculated result for hp = 5 × 10 -3 m agrees 
well with tiae measured ones for hp = 4.8 x 10 -3 m. From these 
calculated lines, the thermally opt imum spacings hop t ( =  hp + 
he opt) for hp = 2, 5 and 8 × 10 -3 m are estimated to be about 9, 
13', and 17 × 10 -3 m, respectively. In general, the hoptS under  
arbitrary conditions are estimated using a differentiated relation 
{O[Q/(2AhATt/zky)]/Oh e = 0} of Equat ion 15. 

Conclusions 

Natural  convection from an array of vertical parallel plates with 
discrete and protruding heat  sources is studied theoretically and 
experimentally. The main conclusions are as follows. 
(1) The present 2-D numerical results agree well with the experi- 

mental  ones except for the large aspect ratio L = 30, where 
the 3-D effects become significant. 

(2) The heat  source surface temperatures  can be predicted within 
an error of + 2 0 %  using Equat ion 11 with the effective 
spacing h e as the characteristic length instead of the plate 
spacing h. 

(3) There is no significant difference in the temperature  and 
heat  flux distributions at the heat  source surface between the 
case of uniform and local heating in the sources. Conse- 
quently, the chip temperature  of the practical IC packages 
can be estimated using Equations 11 and 13 when an equiva- 
lent thermal resistance is given. Within the present parame- 
ter ranges, the resistance is estimated with Equation 13 by 
taking Ap = lp/2. 

(4) The thermally opt imum spacing hop t yielding the lowest 
midheight temperature  ATt/2 for specified heat  generation 
rate Q can be estimated by Equat ion 15. 
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